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Abstract—A signal space approach is presented to study the
Nyquist sampling, number of degrees of freedom and recon-
struction of an electromagnetic field under arbitrary scattering
conditions. Conventional signal processing tools, such as the
multidimensional sampling theorem and Fourier theory, are used
to provide a linear system theoretic interpretation of electromag-
netic wave propagation, thereby revealing the spatially bandlim-
ited nature of electromagnetic fields. Their spatial bandwidth is
dictated by the selectivity of the underlying scattering that allows
establishing the Nyquist spatial sampling with a reduction of the
number of fields’ samples needed to be processed.

Index Terms—Multidimensional sampling theorem, Nyquist
sampling, degrees of freedom, field reconstruction, sensing,
Helmholtz equation.

I. INTRODUCTION

The Kotelnikov-Shannon-Whittaker sampling theorem [2]–
[4] states that any squared-integrable signal of finite bandwidth
Ω/π Hz, e(t) ∈ BΩ for t ∈ R, can be perfectly reconstructed
from its samples taken at equally spaced Q? = π/Ω seconds
apart by the reconstruction formula (also called cardinal series)

e(t) =
∑
n∈Z

e (nQ?) fΩ (t− nQ?) (1)

where fΩ(t) = sinc (t/Q?). Orthonormality is a fundamental
property of the reconstruction sinc-functions, which allows to
geometrically interpret the samples as coordinates of a basis
set of functions [2]. In general, e(t) may not be bandlimited,
and an ideal low-pass filtering operation is required prior to
sampling with reduced reconstruction accuracy [5].

The generalization of the sampling theorem in (1) to spa-
tially bandlimited fields is known as multidimensional sam-
pling theorem [6]–[9]. With respect to the classical definition
of a bandlimited signal in the frequency domain, this notion
applies in the spatial-frequency (wavenumber) domain [10,
Ch. 8]. Its application requires an accurate description of the
field in the spectral domain, which is tied to its physical nature.
For wireless researchers, the class of three-dimensional (3D)
electromagnetic fields is of great interest as they allow transfer
of information from one point to another [11]. A field of this
sort generates a continuum of spatial samples in the form of an
analog physical process. Yet the noise allows for a certain error
in the field description, calling for a discrete representation
through spatial sampling.
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In processing analog fields, it is highly desirable to mini-
mize the sampling rate because the amount of data processing,
power consumption, and digital storage is proportional to
the number of samples to be processed [12]. This is of
paramount importance at high frequencies (e.g., millimeter
wave and sub-terahertz spectrum) where the complex nature
of propagation channels requires to collect a large amount of
measurements [13].

Motivated by the above considerations, this paper revisits
the sampling theory for electromagnetic fields with potential
applications to, e.g., channel sounding, sensing and localiza-
tion at high frequencies. We deviate from the electromagnetic
literature [14], [15], and provide a signal processing interpreta-
tion of wave propagation under arbitrary scattering conditions.
Precisely, 3D wireless propagation can be modeled as a two-
dimensional (2D) linear and space-invariant (LSI) system with
low-pass filtering behavior. Physics-driven approaches similar
to the one used in this paper can be found in [16]–[18], where
the number of degrees of freedom (DoF) that can be extracted
from electromagnetic fields, confined in a space region with
spherical symmetry, is computed.

Unlike [16]–[18], we consider regions of rectangular sym-
metry and perform the analysis in Cartesian coordinates, by
leveraging the connection with Fourier theory [19]–[23]. In
addition, we connect the DoF result with the Nyquist sam-
pling and field reconstruction problem. Notice that asymptotic
results such as DoF and sampling theorem become more
accurate as the wavelength shortens (i.e., high frequencies).
Both were studied in [24] under isotropic scattering.

We generalize [24] to an arbitrary configuration of scatterers
and provide an alternative explanation of the results via a sig-
nal processing approach. The development is finally extended
to ensembles of stationary electromagnetic Gaussian random
fields [20]–[23].

A. Outline of the Paper

The remainder of this paper is organized as follows. In
Section II, we review the sampling theorem and put much
emphasis on the interplay among Nyquist sampling, recon-
struction, and number of DoF. In Section III, we provide a
spectral characterization of the class of 3D electromagnetic
fields. This is first used in Section IV to solve the Nyquist
sampling and reconstruction problem and later in Section V
to compute the DoF. The generalization of the developed
framework to ensembles of stationary electromagnetic random
fields is provided in Section VI. Numerical results are given
in Section VII to validate the developed theory under practical
settings. Conclusions are drawn in Section VIII.
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B. Notation

We use upper (lower) case letters for spatial-frequency
(spatial) entities. Boldfaced letters indicate vectors and ma-
trices. The superscripts T, −1, and 1/2 stand for transposition,
inverse, and matrix square root, respectively. diag(x) indicates
the diagonal matrix with elements from x. det(X) is the
determinant of X. In is the n-dimensional identity matrix.
Calligraphic letters indicate sets. m(X ) denotes the Lebesgue
measure, 1X (x) is the indicator function. Rn and Zn are
the n-dimensional spaces of real-valued and integer numbers,
| · | denotes absolute value, dxe denotes the least integer
greater than or equal to x, sinc(x) = sin(πx)/(πx) is the
sinc function, jinc(x) = J1(x)/x is the jinc function where
J1(x) denotes the Bessel function of the first kind with
order 1. A general point (r, z) ∈ R3 is described by its
Cartesian coordinates (x, y, z) with ‖r‖ =

√
x2 + y2 + z2

the Euclidean norm. ∇2 = ∂2

∂x2 + ∂2

∂y2 + ∂2

∂z2 is the Laplacian
operator. E{·} denotes the expectation operator. The notation
n ∼ NC(0, σ2) stands for a circularly symmetric complex
Gaussian random variable with variance σ2.

II. PRELIMINARIES

To make the paper self-contained, we briefly review the
sampling theorem in one and two dimensions. This is prepara-
tory for studying spatial electromagnetic fields.

A. Time-domain Signals

Let e(t) be a baseband signal with its spectrum E(ω).
Uniform sampling of e(t) at equally spaced Q seconds apart
yields the sampled signal es(t) =

∑
n∈Z e(nQ)δ(t−nQ) with

spectrum [6, Sec. 3]

Es(ω) =
∑
n∈Z

e(nQ)e−jωnQ (2)

=
1

Q

∑
`∈Z

E(ω − `P ) (3)

where the frequency replication period P is such that

PQ = 2π. (4)

For any bandlimited signal e(t) ∈ BΩ of bandwidth Ω/π (in
Hz), the Nyquist sampling interval

Q? = π/Ω (5)

provides the minimum number of samples per unit of time
(i.e., the Nyquist rate µ = 1/Q? (in samples/s)) that is needed
for perfect reconstruction of e(t) from its samples {e(nQ)}.
Precisely, under Nyquist sampling, E(ω) can be perfectly
retrieved by low-pass filtering the fundamental replica of
Es(ω) in (3) with no aliasing,

E(ω) = Es(ω)
(
Q?1|ω|≤Ω(ω)

)
. (6)

The reconstruction formula in (1) for e(t) at any t ∈ (−∞,∞)
is obtained by an inverse Fourier transform of (6) with Es(ω)
given by (2) [6, Sec. 3], [2]. The interpolating sinc-function
does not depend on the spectral characteristics of E(ω), but
only on the measure of its support, i.e., the bandwidth Ω.

Given the continuous nature of e(t), signals belonging to
BΩ span an infinite-dimensional space. However, noise and
quantization effects allows a certain error in the representation
so that bandlimited signals are amenable to a representation
over a set of approximately DoF dimension [10, Sec. 2].
Within a time interval of duration T , since there are 1/Q?

samples/s, we have a total of [10, Eq. (2.14)]

dof [−Ω,Ω] =
ΩT

π
(7)

significant samples in the interval. The implication of (7)
is that only a finite number of samples carries the essential
information contained in the signal and can be used to recon-
struct it. The reconstruction error decreases as ΩT increases
and vanishes at infinity [10, Sec. 2]. Sampling above the
Nyquist rate does not create any additional DoF and adds an
insignificant contribution to the signal’s reconstruction.

B. 2D Spatial Fields

The generalization of a 1D uniform sampling to a 2D lattice
Qn given Q ∈ R2×2 the (non-singular) sampling matrix
yields es(r) =

∑
n∈Z2 e(Qn)δ(r − Qn) [6, Sec. 6]. As an

example, a simple 2D rectangular sampling is obtained when
Q = diag(qx, qy) where qx and qy are the sampling intervals
along the x− and y-axis, respectively. The spatial Fourier
transform of es(r) is [6, Sec. 6]

Es(k) =
∑
n∈Z2

e(Qn)e−jk
T(Qn) (8)

=
1

|det(Q)|
∑
`∈Z2

E (k−P`) (9)

where the periodicity matrix P ∈ R2×2 is related to Q as

PTQ = 2πI2. (10)

For any bandlimited field e(r) ∈ BK of spatial bandwidth
m(K) (in (rad/s)2), we denotes with P? the Nyquist period-
icity matrix that provides the minimum interspacing among
adjacent replicas of E(k) with no overlapping. The associated
Nyquist sampling matrix

Q? = 2π((P?)T)−1 (11)

provides the minimum number of samples per unit of space,
i.e., the Nyquist density (in samples/m2) [7], [25]

µ =
1

|det(Q?)|
(12)

that is needed for perfect reconstruction of e(r) from its sam-
ples {e(Q?n)}. This extends the notion of Nyquist sampling
rate (in samples/m) to spatial fields. As in (6), under Nyquist
sampling, E(k) can be perfectly retrieved by low-pass filtering
Es(k),

E(k) = Es(k) (|det(Q?)|1K(k)) . (13)

The 2D counterpart of (1) is obtained via an inverse Fourier
transform of (13) with Es(k) in (8) [6, Eq. (6.33)]:

e(r) =
∑
n∈Z2

e(Q?n)fK(r−Q?n) (14)
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with interpolating function [6, Eq. (6.34)]

fK(r) =
|det(Q?)|

(2π)2

∫
R2

1K(k)ejk
Tr dk. (15)

Similarly to the 1D case, Nyquist sampling and interpolating
function do not depend on the values assumed by E(k), but
solely by the shape of its support K. Unfortunately, these
cannot be computed univocally from its measure (as for 1D
signals) as multidimensional supports are described by more
than one parameter [8]. Our focus is on 3D scalar electro-
magnetic fields generated by arbitrary scattering conditions.
A scalar formulation physically corresponds to acoustic wave
propagation in general [18], [26] or electromagnetic wave
propagation in a source-free environment [27]. Their spectral
support is characterized next.

III. SPECTRAL CHARACTERIZATION OF
ELECTROMAGNETIC FIELDS

The generalization of sampling theorem to multiple dimen-
sions requires a spectral characterization of the considered
field. This is addressed next for electromagnetic fields, gen-
erated by the interaction of a radiated field with an arbitrary
configuration of scatterers in the half-space {z < 0}. Upon
interaction, a scattered field propagating in a 3D homogeneous
and isotropic medium is measured at receiver, modeling a
non line-of-sight propagation scenario. Under these settings,
the Maxwell’s equations reduce to the vector (source-free)
homogeneous Helmholtz equations [27, Eq. (1.2.20)](

∇2 +
∂2

∂z2

)
e(r, z) + κ2e(r, z) = 0 (16)

where e(r, z) with r = (x, y) ∈ R2 can be either the electric or
magnetic vector fields and κ = 2π/λ is the wavenumber with
λ the wavelength. We do our analysis in Cartesian coordinates,
i.e., e(r, z) = x̂ex + ŷey + ẑez . In this case, (16) can be
addressed independently along each coordinate [28].1 In a
line-of-sight scenario, the capability of an observer to resolve
features of the radiated field is distance-dependent. This effect
should be accounted for by considering an inhomogeneous
equation driven by the distribution of the radiator [29].

A. Scalar Homogeneous Helmholtz Equation

Without loss of generality, we denote with e(r, z) either ex,
ey or ez . This field obeys the scalar homogeneous Helmholtz
equation [27, Eq. (1.2.21)](

∇2 +
∂2

∂z2

)
e(r, z) + κ2e(r, z) = 0 (17)

or in the horizontal spatial-frequency (wavenumber) domain,

∂2

∂z2
E(k, z) + (κ2 − ‖k‖2)E(k, z) = 0 (18)

where k = (kx, ky) ∈ R2 are the horizontal wavenumber
Cartesian coordinates and

E(k, z) =

∫
R2

e(r, z)e−jk
Tr dr. (19)

1Separability does not hold in spherical coordinates where (16) must be
solved in vector form [27, Sec. 1.2].

ky

kx

κ

Hz(k)
e(r, 0) e(r, z)

D

Hz(k)

E

√
dxκ

√

dyκ kφ

K

z/λ ↑

Fig. 1. Wave propagation in a 3D homogeneous, isotropic, and
source-free medium can be modeled as a low-pass filter.

For any fixed k ∈ R2, (18) is a second-order ordinary
differential equation in z with constant coefficients whose
general solution in the half-space {z ≥ 0} is of the form

E(k, z) = E(k)ejkz(k)z, (20)

where E(k) is an arbitrary complex-valued coefficient and
kz(k) is defined as

kz(k) =

{√
κ2 − ‖k‖2 k ∈ D

j
√
‖k‖2 − κ2 elsewhere

(21)

given
D = {k ∈ R2 : ‖k‖2 ≤ κ2} (22)

as a disk of radius κ; see Fig. 1. Notice that k can vary
independently in R2 and hence kz(k) in (21) can be either real-
or imaginary-valued with positive imaginary part.2 Particu-
larly, kz(k) is real-valued within k ∈ D and imaginary-valued
otherwise. The spatial field e(r, z) with {z ≥ 0} obeying (17)
is obtained via a 2D inverse spatial Fourier transform of (20):

e(r, z) =
1

(2π)2

∫
R2

E(k)ejkz(k)zejk
Tr dk. (23)

B. System-Theoretic Interpretation of Wave Propagation

The spectrum-wise multiplication in (20) reveals that e(r, z)
with {z ≥ 0} can be obtained by passing a 2D field e(r, 0)
with spectrum E(k) through an LSI system (see Fig. 1) with
wavenumber response

Hz(k) = ejkz(k)z. (24)

This operation is known in physics as migration (e.g., [7,
Sec. 7]), and it is a direct consequence of the Helmholtz
equation in (17), which acts as an LSI operator projecting the
number of observable 3D field configurations onto a lower-
dimensional 2D space [30]. Depending on k, Hz(k) in (24)

2The positive sign ensures that ejkz(k)z does not blow up at infinity, also
known as the Sommerfeld’s radiation condition [27].
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(a) z/λ = 1.

(b) z/λ = 10.

Fig. 2. Magnitude (in dB) of Hz(k) in (24) for different z.

is either an oscillatory or an exponentially-decaying function
of z, i.e.,

Hz(k) =

{
ej
√
κ2−‖k‖2 z k ∈ D

e−
√
‖k‖2−κ2 z elsewhere.

(25)

In the case k ∈ D, Hz(k) is an all-pass filter that simply
introduces a phase-shift along z. This implies that e(r, z), at
any z-plane is fully determined by e(r, 0). Outside of this
support, Hz(k) introduces an attenuation with exponential
pace along z. This is quantified in Fig. 2 where the magnitude
of Hz(k) is plotted (in dB) for z/λ = {1, 10}. At z = 10λ,
the field outside of D is attenuated more than 60 dB. This
means that, for distances z larger than tens of wavelengths (i.e.,
for any practical distance from scatterers), we may consider
Hz(k) as a low-pass filter with maximum circular bandwidth

m(D) = πκ2 (26)

which increases proportionally with the squared value of the
operating frequency. This will be assumed in the remainder.

C. Plane-Wave Decomposition

The integral in (23) has an intuitive physical interpre-
tation in terms of a plane-wave decomposition of e(r, z)
where each plane wave impinges on the point (r, z) from
direction (k/κ, kz(k)/κ) and has complex-valued amplitude
E(k) [21]. There are two types of plane waves in nature: the
discarded evanescent waves and the remaining propagating
waves. Hence, the field e(r, z) in (23) can be approximated as

e(r, z) =

∫
D
E(k)ej(k

Tr+kz(k)z) dk. (27)

An equivalent representation of (27) can be obtained in the
angular domain via cosine directions, which can be related to
elevation θ ∈ [0, π/2] and azimuth φ ∈ [0, 2π) angles as(

k
kz(k)

)
=

κ sin(θ) cos(φ)
κ sin(θ) sin(φ)

κ cos(θ)

 . (28)

Being interested in leveraging linear system theory and Fourier
theory, we will privilege the wavenumber interpretation. The
angular domain representation will be used in Section VI to
characterize the angular selectivity of the scattering.

IV. NYQUIST SAMPLING AND RECONSTRUCTION

Let us observe e(r, z) over an infinite z-oriented plane and
drop the functional dependance on z, i.e., e(r, z) = e(r), as the
sole effect introduced along the z-axis is the low-pass filtering
operation introduced by migration. Reconstruction of the field
at different z requires compensating for the phase delay
accumulated by the field along its travel along the z-axis. Dif-
ferently from 3D reconstruction of an object, electromagnetic
fields require to capture a single (not multiple) “image” of the
field, which rests on the Huygen’s electromagnetic principle
[27]. We consider scattering generated from a deterministic
configuration of scatterers. Propagation into random media is
treated in Section VI.

A. Half-wavelength Rectangular Sampling

The classical half-wavelength rectangular sampling arises as
the Nyquist sampling for a spectrum with wavenumber support

R = {k = (kx, ky) ∈ R2 : |kx| ≤ κ, |ky| ≤ κ}. (29)

The problem of finding the Nyquist periodicity matrix P?R that
yields the minimum separation among replicas is geometri-
cally formulated as the arrangement of squares of sizes 2κ that
achieves the highest density. Due to the rectangular symmetry
ofR in (29), this is solved, e.g., along the kx-axis. The Nyquist
sampling interval follows from (5) as Q?x = π/κ = λ/2
while using κ = 2π/λ. Exchanging the kx and ky axes and
rearranging the results into a matrix form yields [28]

Q?
R =

λ

2
I2. (30)

The Nyquist density corresponding to (30) is given by

µR =
1

|det(Q?
R)|

=
4

λ2
(31)

The interpolating function for the reconstruction of e(r) ∈ BR
is obtained from its 1D counterpart fΩ(t) = sinc (Ωt/π) while
replacing Ω with κ = 2π/λ and leveraging separability

fR(r) = sinc

(
2x

λ

)
sinc

(
2y

λ

)
. (32)

Based on the physical discussion in Section III-C, half-
wavelength sampling involves a portion of evanescent waves
into the analysis, which occurs only when the observation
plane is located in the close proximity of the scatterers (see
Fig. 2). For any practical scenario, it leads to an underuti-
lization of the wavenumber spectrum with consequent loss of
efficiency. We will develop on this observation later on.
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κ = 2π

λ

kx

ky

p⋆

D,1 = (
√

3κ, κ)T

p⋆

D,2 = (
√

3κ,−κ)T

P⋆

D
= (p⋆

D,1,p
⋆

D,2)

D

(a) Circle packing in the wavenumber domain.

x

y

q⋆

D,1 = ( λ

2
√
3
,
λ

2
)T

Q⋆

D = (q⋆

D,1,q
⋆

D,2)

q∗
D,2 = ( λ

2
√
3
,−

λ

2
)T

(b) Hexagonal sampling in the spatial domain.

Fig. 3. Nyquist sampling under isotropic scattering.

B. Isotropic Scattering Environments

If no directionality is enforced by the scatterers, e(r) ∈ BD.
This case physically corresponds to an isotropic scattering
environment where plane waves carry equal power from all
possible directions θ ∈ [0, π/2] and φ ∈ [0, 2π) [20], [21].
Hence, the problem of finding the Nyquist periodicity matrix
P?D is geometrically found by solving a packing problem
of circles of equal radius κ [7, Sec. 1.4]. The solution is
illustrated in Fig. 3a and obtained by first inscribing each circle
with a regular hexagon of side lengths 2κ/

√
3 (red line) and,

then, replicating this hexagonal arrangement periodically such
that no aliasing occurs [7, Eq. (1.148)]

P?D =

(√
3κ

√
3κ

κ −κ

)
. (33)

Plugging (33) into (11) as in [7, Eq. (1.153)] while substituting
κ = 2π/λ yields

Q?
D =

( π
κ
√

3
π
κ
√

3
π
κ −πκ

)
=

( λ
2
√

3
λ

2
√

3
λ
2 −λ2

)
(34)

and it corresponds to a hexagonal sampling, as illustrated in
Fig. 3b. The Nyquist density follows from (12) as

µD =
1

|det(Q?
D)|

=
2
√

3

λ2
. (35)

Notice that Q?
D is not unique as there exist other sampling

matrices all achieving the same efficiency [8], [9], e.g., by
rotating the wavenumber axes by π/2. Compared to the half-
wavelength rectangular sampling, we notice that R in (29)

corresponds to the minimum squared embedding of D. In turn,
a hexagonal sampling has a sampling efficiency gain of

1− µD
µR

= 1−
√

3

2
= 13.4% (36)

compared to rectangular sampling [7, Sec. 1.4].
The interpolating function should be obtained by comput-

ing (15) over the same wavenumber support that is used
for determining the Nyquist sampling matrix, which for any
e(r) ∈ BD corresponds to the regular hexagon inscribing D
(see Fig. 3a). A suboptimal, yet accurate, solution is given
below by computing (15) over D [8, Sec. VIII].
Lemma 1. Suppose that e(r) ∈ BK with K = D, then perfect
reconstruction of e(r) is achieved by using (14) with Nyquist
sampling matrix in (34) and

fD(r) =
π√
3

jinc

(
2π‖r‖
λ

)
. (37)

Proof. Despite this result is given already in [8, Eq. (74)], the
proof is only sketched for a general multi-dimensional isotrop-
ically bandlimited field with multivariate argument r ∈ RN .
Since this result is preparatory for non-isotropic scattering, the
proof is given in Appendix A.

The above interpolating function provides a high recon-
struction accuracy while limiting the complexity due to its
rotational symmetry. This can also be easily extended to non-
isotropic scenarios, as studied next.

C. Non-isotropic Scattering Environments

Blockage effects make e(r) directive in space limiting the
field’s spectrum to a smaller support K ⊆ D, as shown in
Fig. 1. Hence, the scattering mechanism translates into another
filtering operation, on top of migration filtering. We will
assume a centered support K, which physically corresponds
to an observation plane oriented perpendicularly to the modal
propagation direction. The general case where the incoming
field impinges from arbitrary direction is left for future work
but it can, in principle, be addressed by translating the sam-
pling theory of bandpass signals [12, Sec. 12.4] to spatially
bandlimited fields.

Finding the Nyquist periodicity matrix P?K under arbitrary
non-isotropic conditions is generally too complicated: (i) K
should be an analytically describable region (e.g., a circle or
a rectangle); (ii) for a non-connected spectrum one would
have to find the tightest embedding (with minimum measure)
of K; and (iii) we should be able to solve the resulting K-
packing problem geometrically [8]. In general, due to the
above difficulties in solving the optimal problem, we resort to a
sub-optimal strategy through the embedding of K into a larger
and connected support. A possible embedding is provided by
the 2D ellipse E ⊆ K depicted in Fig. 1. This is defined as
[31, Sec. 2]

E = {k ∈ R2 : kTG−1k ≤ κ2} (38)

where G ∈ R2×2 is a symmetric positive definite matrix (i.e.,
non-singular) that specifies how the ellipse extends in every
direction from its center. Clearly, D in (22) is obtained as a
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kx

ky
P⋆

E = (p⋆

E,1,p
⋆

E,2)

E

p⋆

E,1 = Rkφ
D1/2p⋆

D,1

p⋆

E,2 = Rkφ
D1/2p⋆

D,2

(a) Ellipse packing in the wavenumber domain.

x

y
Q⋆

E = (q⋆

E,1,q
⋆

E,2)

q⋆

E,1 = Rkφ
D−1/2q⋆

D,1

q⋆

E,2 = Rkφ
D−1/2q⋆

D,2

(b) Elongated hexagonal sampling in the spatial domain.

Fig. 4. Nyquist sampling under non-isotropic scattering.

particular instance of (38) by setting G = I2. Although other
embeddings may be used (e.g., square, circle, rectangle), the
elliptical embedding is typically the most tight and analytically
tractable. Any ellipse is obtainable from a circle via an affine
mapping ϕ : D → E defined as

ϕ(k′) = G1/2k′ = k (39)

to every k′ ∈ D. The transformation involves a scaling of the
Cartesian axes by 0 ≤

√
d1,
√
d2 ≤ 1 and a counterclockwise

rotation by an angle kφ ∈ [0, 2π]; see Fig. 1. Altogether, we
obtain

G1/2 = RφD
1/2, (40)

where D1/2 = diag(
√
d1,
√
d2) with entries being the (nor-

malized) lengths of the semi-axes of E and

Rkφ =

(
cos(kφ) − sin(kφ)
sin(kφ) cos(kφ)

)
. (41)

The Nyquist periodicity matrix P? for the elliptical embed-
ding of K is geometrically formulated as an ellipse packing
problem, as illustrated in Fig. 4a. The corresponding Nyquist
sampling matrix is as follows.
Lemma 2. Suppose that e(r) ∈ BK with K ⊆ E , then the
Nyquist sampling matrix Q?

E is given by

Q?
E = (G−1/2)TQ?

D = RkφD
−1/2Q?

D (42)

where Q?
D is defined in (34).

Proof. By virtue of the affine mapping, the ellipse packing
problem is turned into a circle packing problem, whose

solution is known and given by P?D in (33). The Nyquist
periodicity matrix is then given by

P?E = G1/2P?D. (43)

The Nyquist sampling matrix in (42) follows from (11) due
to matrices invertibility while replacing Q?

D = 2π((P?D)T)−1.

Notice that Q?
E in Lemma 2 is obtained as a product

between the isotropic Nyquist sampling matrix Q?
D and the

inverse matrix (G−1/2)T. Consequently, the sampling scheme
in this case is a rotated and scaled version of the one obtained
under isotropic scattering conditions, i.e., an elongated hexag-
onal sampling, as illustrated in Fig. 4b. How the hexagonal
sampling is stretched in space is determined by G in (40),
whose parameters are uniquely determined by the angular
selectivity of the scattering.

For the Nyquist sampling matrix Q?
E in (42), the Nyquist

density is computed from (12) as

µE =
1

|det(Q?
E)|

(a)
=

√
d1

√
d2

|det(Q?
D)|

(b)
=
√
d1

√
d2µD (44)

where (a) follows from (42) and the unitary property of
rotation matrices, and (b) from (35). Here,

√
d1 and

√
d2 are

the (normalized) lengths of the semi-axes of E in (38); see
Fig. 1. Since 0 ≤ d1, d2 ≤ 1, we have that µE ≤ µD from
which we see that the elongated hexagonal sampling has a
sampling efficiency gain of

1− µE
µD

= 1−
√
d1

√
d2 (45)

compared to hexagonal sampling, and of

1− µE
µR

= 1−
√

3

2

√
d1

√
d2 (46)

compared to half-wavelength sampling, as obtained by using
(36) and (44). For example, consider a scenario where the
scatterers subtend a solid angle spanning the entire azimuthal
horizon and half range in elevation angle. This is exactly
modeled as an ellipse E of parameters

√
d1 = 1 and√

d2 = 0.5. The sampling efficiency gains in (45) and (46)
are approximately equal to 30% and 39%, respectively.

The interpolating function for the elliptical embedding is
given next.

Lemma 3. Suppose that e(r) ∈ BK with K ⊆ E , then perfect
reconstruction of e(r) is achieved by using (14) with Nyquist
sampling matrix in (42) and

fE(r) =
π√
3

jinc

(
2π‖D1/2r‖

λ

)
(47)

where D1/2 = diag(
√
d1,
√
d2) is diagonal with elements

given by the (normalized) lengths of the semi-axes of E in (38).

Proof. The proof is given in Appendix B.

Notice that (47) is obtained from its isotropic counter-
part (37) by applying the same affine map used for sampling,
except for the rotation, as it has no effect on fD(r).



7

V. DEGREES OF FREEDOM

The DoF of an electromagnetic field e(r), within a given
observation area, corresponds to the minimum number of
samples needed to represent the field over the same region.
Hence, the DoF per unit of area coincide to the Nyquist
sampling density that should be used for reconstruction. We
next compute the DoF of all three propagation scenarios seen
in Sec. IV and compare the results to the Nyquist density
previously defined.

Let us consider a field with squared wavenumber support of
side length 2κ, i.e., e(r) ∈ BR. Due to symmetry, focus on the
kx-axis only. Over a spatial interval of length L, since there
are 2/λ significant samples/m, the total number of samples is

dof [−κ,κ] =
2L

λ
(48)

which is the spatial counterpart of the Shannon’s formula (7).
The physical implication of (49) is that only a finite number
of directions carries the essential information contained in
the field and leads to perfect reconstruction as L/λ → ∞.
Generalization to a squared region of size L is straightforward

dofR =

(
2L

λ

)2

. (49)

Moreover, the expansion of a rectangle into a parallelepiped
does not offer additional DoF due to migration filter [1], [22],
which linearly relates the field’s configurations at different z-
planes and its rooted in the Huygen’s electromagnetic principle
[17, Sec. III] [20]. Expectedly, the DoF per unit of area returns
the Nyquist density in (31), µR = dofR/L

2. This provides an
intuitive interpretation of the number of DoF as the minimum
number of samples within a given area that are needed to
perfectly reconstruct the field (under ideal sampling). Consid-
ering more samples will only add redundancy to the discrete
representation of the field.

The DoF formula in (49) for squared bandlimited fields is
a particular instance of Landau’s formula [30], [32]

dofR =

(
κL

π

)2

=
m(A)m(R)

(2π)2
(50)

function of the field’s bandwidth m(R) = 4κ2 (rad/m)2 and
observation area m(A) = L2 m2. Expectedly, under isotropic
scattering,

dofD =
m(A)m(D)

(2π)2
= π

(
L

λ

)2

(51)

where we have used m(D) = πκ2. Replicating the result for
µR to the isotropic case requires normalizing (51) by m(A).
This yields a slightly lower value of µD in (35). The source
of this error is the (suboptimal) hexagonal embedding applied
prior to derive (34) and associated density in (35) that is not
accounted by the DoF computation. This is bypassed by the
DoF formula. Clearly, the DoF loss is equal to

1− dofR
dofD

= 1− m(D)

m(R)
= 1− π

4
≈ 21.5%. (52)

Hence, roughly one-fifth of the DoF generated by the scatter-
ers are practically lost during transfer of information, when
evanescent waves included in R are discarded.

Building on the above results, under non isotropic scattering,

dofK =
m(A)m(K)

(2π)2
. (53)

With an elliptical embedding, (53) reduces to

dofE =
m(A)m(E)

(2π)2
=
√
d1

√
d2 dofD (54)

which is due to the affine mapping ϕ : D → E yielding the
following relation in terms of Lebesgue measures:

m(E) = m(D)|det(G1/2)| = m(D)
√
d1

√
d2. (55)

Since 0 ≤ d1, d2 ≤ 1, it thus follows that dofE ≤ dofD, as it
should be (see, e.g., [16]). In fact, non-isotropic scattering im-
plies a reduced dimensionality of the function space spanned
by the field, which translates into a lower number of DoF. This
is the reason why a lower Nyquist sampling rate is required
with non-isotropic scattering; see (44) and (45). For the non-
isotropic scenario, the relationship between DoF and Nyquist
density is as tight as the embedding of K with E .

VI. STOCHASTIC PROPAGATION

So far, we have considered a deterministic configuration of
scatterers that is known a priori. However, this assumption
requires an accurate predictions of wave propagation, which
relies on numerical electromagnetic solvers of Maxwell’s
equations, and hence, it is too site-specific [33]. A convenient
way out to embrace different propagation conditions is by
modeling e(r) as a circularly symmetric complex Gaussian
stationary random field [20]–[23]. Given this, we next show
how the results derived in Section IV and Section V for a
deterministic field can be extended to ensembles of random
electromagnetic fields.

A. Spectral Characterization

The autocorrelation function (ACF) c(r) = E{e(r′)e∗(r′ +
r)} of e(r) obeys the Helmholtz equation in (17) [22, Eq. (4)]:

∇2c(r) + κ2c(r) = 0. (56)

Here, the dependence on z is removed as it is immaterial to
the statistics of the field. An analogue procedure developed in
Section III for a deterministic e(r) yields [21], [22]:

c(r) =
1

(2π)2

∫
R2

S(k)ejk
Tr dk (57)

where the power spectral density (PSD) of e(r) is defined as

S(k) =
A2(k)

kz(k)
1D(k) (58)

with A(k) being an arbitrary non-negative function, called
spectral factor. Compared to (23), the integration region is
restricted to k ∈ D as kz(k) must be real-valued in order for
c(r) to satisfy the standard Hermitian-symmetry property.

The random field e(r) is obtained by expanding a white-
noise complex field W (k) with unit variance over the same
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(a) Isotropic (b) Non-isotropic (c) Non-isotropic mixture

(d) Isotropic (e) Non-isotropic (f) Non-isotropic mixture

Fig. 5. Scattering under isotropic and non-isotropic conditions. The first row shows the spectral factor sin(θ)A(θ, φ) in (64) with (θ, φ) ∈
[0, π/2]× [0, 2π). The second row shows the PSD S(k) in (58).
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(c) Non-isotropic mixture

Fig. 6. ACF c(r) in (62) under the scattering conditions of Fig. 5.

2D Fourier basis in (57), which yields the Fourier spectral
representation of e(r) [21, Sec. III.C]:

e(r) =
1

2π

∫
R2

S1/2(k)W (k)ejk
Tr dk (59)

where equality must be understood in the MSE sense for any
field with finite average energy [21]

σ2 =

∫
R2

E{|e(r)|2} dr =
1

2π

∫
R2

S(k) dk. (60)

We can interpret (59) as a 2D inverse Fourier transform of
a wavenumber spectrum E(k) = S1/2(k)W (k) consisting of
a continuum of circularly symmetric complex Gaussian and
statistically independent coefficients [21], [22].

B. DoF of Electromagnetic Random Fields

The computation of the DoF of a stationary random process
requires to identify a basis set of functions that yields uncorre-
lated coefficients – also statistically independent for a jointly
Gaussian process. This is at the basis of the Karhunen-Loeve
series expansion [34, Sec. 3.3.2]. Finding this basis set is hard
in practice, as an explicit solution is only available for a few
cases. As an example, for a stationary random process e(t)
with a constant and bandlimited spectrum, it can be found by

solving the Slepian’s concentration problem [32] [10, Sec. 2].
The same theory extends to a stationary random field e(r) of
constant and bandlimited spectrum [30], [10, Sec. 3].

A way to overcome the difficulty in finding a Karhunen-
Loeve series expansion is to operate in the asymptotic regime.
Particularly, as the observation interval T of a stationary
process e(t) becomes large, for a given bandwidth Ω, i.e.,
ΩT � 1, the Karhunen-Loeve series expansion tends to a
Fourier series expansion with statistically independent coeffi-
cients, whose variances are obtained by sampling the PSD of
e(t) [34, Sec. 3.4.6]. The translation of this result to the spatial
domain is ensured by a time-frequency and space-wavenumber
duality [20] [21, Sec. V].

As the size L of a squared observation region increases, for
a given wavelength λ, i.e., L/λ� 1, a 2D Fourier series with
fundamental frequency of 2π/L rad/m may be defined, which
enjoys the same statistical independence properties [1]. As
L/λ→∞, series are replaced by integrals like the one in (59)
with continuous spectrum E(k) replacing Fourier coefficients.
The DoF are obtainable by counting the wavenumber lattice
samples taken at 2π/L rad/m apart within the spectral support
of E(k). Under isotropic scattering, with spectral support
given by the disk D of radius κ = 2π/λ, this coincides to
the Gauss circle problem [35].
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VII. NUMERICAL ANALYSIS

Numerical results are provided next to validate the above
results on Nyquist sampling and field’s reconstruction. Simula-
tions are carried out for a stationary electromagnetic random
field under isotropic and non-isotropic scattering conditions,
which are analytically modeled next.

A. Isotropic and Non-isotropic Scattering

In elevation and azimuth angles, (57) can be rewritten as

c(r)
(a)
=

∫ π
2

0

∫ 2π

0

A2(θ, φ)ejk
T(θ,φ)r sin(θ)dθdφ (61)

(b)
=

∫ π
2

0

∫ 2π

0

A2(θ, φ)ejκ sin(θ)(cos(φ)x+sin(φ)y) sin(θ)dθdφ

(62)

where (a) is due to a change of variables with Jacobian
dk/kz(k) ∝ sin(θ)dθdφ and (b) is obtained by substitut-
ing (28) [20]. Here, constant terms due to change of variables
are embedded into A2(θ, φ).

An isotropic scattering scenario is modeled as A(θ, φ) =
1 and plotted (inclusive of the Jacobian sin(θ)) in Fig. 5a
on the upper hemisphere (θ, φ) ∈ [0, π/2] × [0, 2π). In the
wavenumber domain, we have that A(k) = 1 so that the PSD
in (58) is given by S(k) = 1D(k)/kz(k), as we expected from
the deterministic case in Fig. 3a. This is plotted in Fig. 5d. The
isotropic ACF is shown in Fig. 6a. This is computed from (62)
by setting x = ‖r‖ and y = 0 (due to polar symmetry),

c(r) = sinc(2‖r‖/λ) (63)

and coincides to the Clarke’s model [36, Sec. 2.4].
Non-isotropic scattering can be considered alike by specify-

ing a non-uniform spectral factor A(θ, φ). In this case, A(k)
(thus S(k)) will have arbitrary shape, as first assumed in
the deterministic settings in Fig. 1. A clustered propagation
environment is modeled as a mixture of spectral factors [20]

A2(θ, φ) =

Nc∑
i=1

wiA
2
i (θ, φ) (64)

weighted by wi ≥ 0 whose sums yields 1. Here, A2
i (θ, φ)

is representative of the i-th cluster. A simple way to model
A2
i (θ, φ) is by using the 3D von Mises-Fisher distribution [20],

parametrized by a modal direction

ξ̂i =

sin(θr,i) cos(φr,i)
sin(θr,i) sin(φr,i)

cos(θr,i)

 (65)

and an angular concentration αi ∈ [0,∞) describing the power
spread around ξ̂i. Clearly, isotropic scattering in Fig. 5a
is obtained from (64) by setting Nc = 1 and α = 0. Non-
isotropic scattering is considered in Fig. 5b and Fig. 5c. In
these cases, the support of K is measured by considering the
bandwidth at −20 dB. We will see that this criterion provides
an accurate measure of the field’s spectral support.

In Fig. 5b, we have a single cluster with θr = φr = 0◦,
and α = 40. The wavenumber domain is showed in Fig. 5e
with circular support K of approximately 0.47κ radius, i.e.,

√
d1 =

√
d2 = 0.47, and kφ = 0; see Fig. 1. The ACF is

reported in Fig. 6b and shows a larger coherence area with
respect to the isotropic case, due to a higher selectivity of the
scattering.

In general, K has arbitrary shape – not necessarily circular
– as first assumed in the deterministic settings in Fig. 1. This
is shown in Fig. 5c and Fig. 5f in both representation domains
for a two-clustered scenario with w1 = w2 = 1/2, θr,1 = 0◦,
θr,2 = 10◦, φr,1 = 180◦, φr,2 = 0◦, α1 = 200 and α2 = 100.
We resort to an elliptical embedding with

√
d1 = 0.5,

√
d2 =

0.35, and kφ = 0. The corresponding ACF is given in Fig. 6c
and shows the impact of asymmetries in the PSD of e(r).

B. Non-Asymptotic Regime

Electromagnetic fields are physically observable on a spatial
region A ⊂ R2 of finite size, from which only a finite number
N of samples is available for field’s reconstruction, and given
by

N = ddofe = m(Λ(A)) (66)

where Λ(A) ⊆ Z2 denotes the truncated 2D lattice used for
Nyquist sampling. The reconstruction formula obtained by
truncating the 2D cardinal series expansion in (14) up to N
terms yields

ê(r) =
∑

n∈Λ(A)

e(Q?n)fK(r−Q?n) (67)

to which is associated a pointwise mean-squared error (MSE)

σ2
N (r) = E{|e(r)− ê(r)|2} (68)

where the expectation is taken with respect to all possible
configurations of scatterers. The error magnitude is inevitably
higher at the boundary region of A, due to the truncation and
non-orthogonality of the interpolating set of functions in (67)
over r ∈ A. The accuracy of the reconstruction procedure in a
non-asymptotic regime can be measured by the average energy
of the error per unit of area [10]

σ2
N =

1

m(A)

∫
A
σ2
N (r) dr (69)

which tends to zero asymptotically as N →∞ (i.e., A = R2),
when (67) reduces to (14). Remarkably, under the Nyquist con-
dition, the reconstruction formula (67) with the interpolating
function (15) provides us with the best linear interpolator of
e(r) in the MSE sense [8, Sec. VI] [9, Sec. III].

Also noteworthy is that the sampling operation of elec-
tromagnetic fields undergoes the same practical constraints
imposed by hardware implementation issues (as for time-
domain signals). For example, analog-to-digital converters can
only provide a finite precision description of analog samples
measured at every points, which inevitably introduces a quanti-
zation loss [12, Sec. 4.8]. Nevertheless, one way to compensate
for these losses is to trade-off some efficiency by sampling
above Nyquist density [37].
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Fig. 7. Eigenvalues of C (in dB) reported in a descending order under the scattering conditions depicted in Fig. 5. Nyquist samples of e(r)
are collected within a squared region A of side length L = 10λ.

(a) Isotropic scattering.

(b) Non-Isotropic scattering

Fig. 8. Nyquist sampling plotted against the ACF c(r).

C. Sampling and Reconstruction in Non-Asymptotic Regime

To quantify the impact of Nyquist sampling and the number
of DoF, we consider the eigenvalues of the spatial auto-
correlation matrix C ∈ CN×N , obtained under the scattering
conditions depicted in Fig. 5 and a squared region A of side
length L = 10λ. In the isotropic scenario, C is obtained by
hexagonal sampling of (63) according to (34). For any non-
isotropic scenario, we sample (62) by using the elongated
hexagonal sampling in (42) with corresponding parameters.
Comparisons are made with the (redundant) half-wavelength
sampling in (30). The number of DoF is computed on the basis
of the results in Section V and is numerically compared to the
number of samples sufficient to capture 99.7% of the total
field’s power. This will be slightly higher because of the finite
value of L/λ. As L/λ increases, the eigenvalue curves assume
a step-like function behavior with transition corresponding to

the number of DoF approximately.
In Fig. 7a, the isotropic case is studied. From (51), we

obtain dofD = 315 while 354 eigenvalues are obtained with
the 99.7% criterion. The number of DoF at 99.7% with λ/2
sampling increases up to 382. This is not due to oversampling
but to the larger area covered with the rectangular sampling,
compared to hexagonal sampling, since it is impossible to fit
the hexagonal and rectangular grids within the same area.3

The non-isotropic cases are considered in Fig. 7b and Fig. 7c.
From (53), the number of DoF reduces to dofK = 71 and
dofK = 35, which is due to the scattering selectivity that cuts
off some of the resolvable propagation directions. Compared
to Fig. 7a, the eigenvalue curves decay rapidly due to the
spatial correlation; see also Fig. 6. Differences between the
two curves are again due to numerical comparison issues.

From Fig. 7a, it follows that spatial correlation exists even
under isotropic propagation (see also [33, Sec. IV]). This is be-
cause c(r) is not sampled at its zeros, as illustrated in Fig. 8a.
The hexagonal sampling provides the best trade off between
collecting uncorrelated samples and minimizing the search
area. Hence, it is the one that exploits the available number
of DoF per unit of area. The non-isotropic case is shown in
Fig. 8b for completeness. As seen, to the higher correlation
in Fig. 7c, compared to the isotropic case, corresponds an
increased difficulty in achieving the above trade off due to a
larger coherence area of the ACF.

A numerical example is provided next to verify the recon-
struction formula in (67) with interpolating function in (15),
under the scattering conditions of Fig. 5b (Fig. 5e). Samples
are obtained within a squared region A of finite size. In
Fig. 9, we gather measurements from a square of dimen-
sion L/λ = 40 to recover the real part of e(r) within a
segment of length L/λ = 6 along the x-axis. Nyquist sam-
pling (42) with

√
d1 =

√
d2 = 0.47, and kφ = 0 is compared

to half-wavelength rectangular sampling. Sampling at Nyquist
density achieves similar performance while saving 60% of
samples/m2. Both have a non-zero error due to the finite
number of samples exploited for reconstruction. Nevertheless,
the error is small in both cases as only a tiny contribution
to reconstruction is added by the tails of the interpolating
functions.

3This effect is even more pronounced in a non-isotropic scenario, due the
enhanced sparsity of the elongated hexagonal sampling.
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Fig. 9. Reconstruction of the real part of e(r) over a segment of
length L/λ = 6, under the scattering conditions of Fig. 5b.
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Fig. 10. Normalized MSE as a function of L/λ ∈ [2, 20].

The normalized MSE σ2
N/σ

2, defined as the ratio between
(68) and (60), is plotted in Fig. 10 (in dB) as a function of
L/λ ∈ [2, 20]. Nyquist sampling is compared to rectangular
sampling with spacing

√
d1λ/2; that corresponds to a minimal

squared embedding of K in Fig. 5e. Both are plotted against
hexagonal and half-wavelength samplings. Oversampling pro-
vides a better reconstruction in the finite L/λ regime. All
curves monotonically decrease with L/λ, due to the larger
dataset available, and merge at infinity where the MSE is zero.

VIII. CONCLUSIONS

We applied signal processing tools such as the multidi-
mensional sampling theorem and Fourier theory to study the
Nyquist sampling and number of DoF of an electromagnetic
field, under deterministic and stationary random scattering
conditions. Starting from first principles of wave propagation
theory, we showed that this is naturally modeled as a 2D ban-
dlimited signal–without any prior low-pass filtering operation–
whose bandwidth is determined by the richness of the under-
lying scattering mechanism. This is maximum under isotropic
propagation, where the field is circularly bandlimited of radius
inversely proportional to the wavelength. Hence, conventional
signal processing techniques for bandlimited signals, e.g., [12],
can be applied to electromagnetic fields due to a fundamental
space-time duality and linear system-theoretic interpretation of
wave propagation.

For electrically large (i.e., relative to the wavelength) ob-
servation areas, the DoF per unit of area are the Nyquist
samples per squared meters needed for reconstruction. With

prior knowledge of the scattering conditions, we provided an
efficient representation by solving an ellipse packing prob-
lem, which yields an elongated hexagonal sampling structure
stretching inversely proportional to scattering selectivity. Un-
der isotropic propagation, it leads to a 13% less samples/m2

compared to the classical half-wavelength sampling. This gap
increases as the scattering becomes more selective angularly,
thereby offering a substantial complexity reduction.

A possible extension of this paper is to consider nonuniform
sampling [5]. In principle, this leads to another ellipse packing
problem of equal sizes, but with arbitrary orientation and
spacing, due to an irregular sampling structure.

APPENDIX A
PROOF OF LEMMA 1

From (15), for a wavenumber support K = D we obtain

fD(r) =
|det(Q?

D)|
(2π)2

∫
D
ejk

Tr dk (70)

=
1

2
√

3

∫
‖u‖≤1

ejκu
Tr du (71)

where we applied a change of integration variables u =
κ−1I2k = (ux, uy) and substituted |det(Q?

D)| = λ2/(2
√

3)
in (35) while using κ = 2π/λ. Being (71) an inverse spatial
Fourier transform of a rotationally symmetric spectrum, its
result will be invariant under rotation, i.e., fD(r) = fD(r)
with ‖r‖ = r. Hence, we evaluate (71) at the point r = (r, 0):

fD(r) =
1√
3

∫ 1

−1

ejκrux
√

1− u2
x dux (72)

(a)
=

1√
3

∫ π

0

ejκr cos(θ) sin2(θ) dθ (73)

where in (a) we applied a change of integration variables ux =
cos(θ). By using the Euler’s formula and exploiting symmetry
of the integrand we obtain

fD(r) =
π√
3

J1(κr)

κr
=

π√
3

jinc(κr) (74)

where J1(α)= α
π

∫ π
0

cos(α cos(θ)) sin2(θ)dθ [38, Eq. (9.1.20)].

APPENDIX B
PROOF OF LEMMA 3

From (15), for a wavenumber support K = E we obtain

fE(r) =
|det(Q?

E)|
(2π)2

∫
E
ejk

Tr dk (75)

= |det(G1/2)| |det(Q?
E)|

(2π)2

∫
D
ej(G

1/2k′)Tr dk′ (76)

where we applied the change of integration variables
k′ = ϕ−1(k) = G−1/2k with k′ ∈ D. Plugging (42),

fE(r) =
|det(Q?

D)|
(2π)2

∫
D
ej(G

1/2k′)Tr dk′. (77)

Re-arranging the terms at the exponential of (77) to match (71)
yields fE(r) = fD((G1/2)Tr) Also, using (40) and exploiting
the rotation invariance of fD(r) yields fE(r) = fD(D1/2r).
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